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Abstract

This corrigendum corrects the proof of the part (2), Theorem 2, in the paper, “value set iteration

for Markov decision processes,” Automatica, Vol. 50, pp. 1940-1943, 2014.

I. INTRODUCTION

This corrigendum corrects the problems in the proof of Theorem 2, the part (2) in the paper,
“value set iteration for Markov decision processes,” [1]. All notations are the same as those used
in [1].

1. CORRECTION

The following is the corrected statement of the part (2), Theorem 2: For the sequence {V}}
generated by VSI and the policy 7, defined such that for all z € X,
m(z) € arg max( v,a) +7 Y PiVinl(y )
a€A(x) yex

we have that for any {Ak} if ||Vk+1 — VkH <e- Gt then [V — V|| < o
That is, the policy 7y, i

| Vier — Vi]] < e- 12‘—j in the VSI description [1] to ||Vii1 — Vi|| < €- (12)2, 7 1S e-optimal
policy.
Proof: We have that ||V* — V|| < |[V* = Vi || + [|Vier — V™|,
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For the first term of ||[V* — Vj.41]| in the inequality,
V5= Vil < V' =T Vigr, Ap)[| + [|T(Vierr, Ak) = Vi ||
= [[T(V", Ar) = T(Virr, Al + [T (Vierr, Ag) = T(Vi, Ap)||
< V" = Vil +[[Vis1 — Vi|| by Lemma 1.
Therefore,
IV = Vil < T Vi = Vil
For the second term,
(V™ = Vil < (1L, (V™) = Vi) ] + [[L(Vir1) = Vi ||
= |[Lr, (V™) = La, (Vi) + [|L(Vi+1) = Viera ||
< AV = Vel + IL(Vig1) = VI + [V = Vie]
= V™ = Vel + [|L(Vipr) = LV + [[VF = Vil
< ANV = Vel + Vi = VA + [V = Vi |
= V™ = Vil [+ (L + D)V = Viqa ]

Therefore, we have that

1+~ (1 +7)
V™ — V|| < —— V¥ = Vi || < =2 - |[Virs — Vi|-
| zc+1||_1_7 | k+1H_(1_7)2 [[Virr — Val|
It follows that
2y €
V= V|| < ———|[Vir = Vil| < .
H < g pllVin = Vill < 7
]
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